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## Multinomial probit model

Person n's utility $U_{n t j}$ for alternative $j$ at choice occasion $t$ is modelled as

$$
U_{n t j}=X_{n t j}^{\prime} \beta+\varepsilon_{n t j}
$$

for $n=1, \ldots, N, t=1, \ldots, T$ and $j=1, \ldots, J$, where (in the probit)

$$
\left(\varepsilon_{n t 1}, \ldots, \varepsilon_{n t J}\right)^{\prime} \sim \operatorname{MVN}_{J}(0, \Sigma)
$$

We have to normalize with respect to

- level (by taking utility differences, reference alternative $J$ ) and
- scale (by setting $\tilde{\Sigma}_{11}=1$ ).

Let $y_{n t}=j$ denote that $n$ chooses $j$ at $t$. We have the link
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## Definition (Multinomial probit model)

Person n's utility $U_{n t j}$ for $j$ at $t$ is modeled as

$$
U_{n t j}=X_{n t j}^{\prime} \beta+\varepsilon_{n t j} .
$$

■ different decision makers have different sensitivities

- Allowing for heterogeneity: $U_{n t j}=X_{n t j}^{\prime} \beta_{n}+\varepsilon_{n t j}, \quad \beta_{n} \sim f(\beta)$, e.g.
- What is the "correct" $f$ ?
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## Latent class mixed multin. probit model

## Definition

$$
\begin{gathered}
\text { For } n=1, \ldots, N, t=1, \ldots, T \text { and } j=1, \ldots, J-1, \\
U_{n t j}=W_{n t j}^{\prime} \alpha+X_{n t j}^{\prime} \beta_{n}+\varepsilon_{n t j},
\end{gathered}
$$

where

- $W_{n t j}$ is a vector of $P_{f}$ differenced characteristics of $j$ as faced by $n$ at $t$ corresponding to the fixed coefficient vector $\alpha \in \mathbb{R}^{P_{t}}$,
- $X_{n t j}$ is a vector of $P_{r}$ differenced characteristics of $j$ as faced by $n$ at $t$ corresponding to the random, decision maker-specific coefficient vector $\beta_{n} \in \mathbb{R}^{P_{r}}$,
- $\left(\varepsilon_{n t 1}, \ldots, \varepsilon_{n t(J-1)}\right)^{\prime} \sim \operatorname{MVN}_{J-1}(0, \tilde{\Sigma})$ with $\tilde{\Sigma}_{11}=1$,
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- "generate a variable that wasn't there before"
- treat the latent utilities $U$ as parameters
- conditional on the latent utilities, the model constitutes a standard Bayesian linear regression set-up ( $U=X \beta+\varepsilon$ )
- drawing from the posterior distribution becomes feasible without the need to evaluate any likelihood
- numerical advantages
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## Priors

We apply the following conjugate priors:
( $\left.s_{1}, \ldots, s_{C}\right) \sim D_{C}(\delta)$, where $D_{C}(\delta)$ denotes the C-dimensional
Dirichlet distribution with concentration parameter vector
$\delta=\left(\delta_{1}, \ldots, \delta_{C}\right)$,
$=\alpha \sim M V N_{P_{f}}(\Psi, \Psi)$,
$=b_{C} \sim M V N_{P_{r}}(\xi, \equiv)$, independent for all $c$,
$=\Omega_{C} \sim W_{P_{r}}^{-1}(\nu, \Theta)$, independent for all $c$, where $W_{P_{r}}^{-1}(\nu, \Theta)$ denotes
the $P_{r}$-dimensional inverse Wishart distribution with $\nu$ degrees of
freedom and scale matrix $\Theta$,
and $\Sigma \sim W_{J-1}^{-1}(\kappa, \Lambda)$.
arameters can be set based on previous estimation results or diffuse.
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## Gibbs sampler
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$\square 0, \ldots, B$ - discard draws
■ $B / 2, \ldots, B$ - latent class updating
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## Latent class updating scheme

Within the second half of the burn-in period, every 50th iteration:

## Latent class updating scheme

Within the second half of the burn-in period, every 50th iteration:
$\square$ Remove class $c$, if $s_{c}<\varepsilon_{\text {min }}$.

- Split class $c$ into two classes $c_{1}$ and $c_{2}$, if $S_{C}>\varepsilon_{\text {max }}$. The class means $b_{c_{1}}$ and $b_{c_{2}}$ of the new classes $c_{1}$ and $c_{2}$ are shifted in opposite directions from the class mean $b_{c}$ of the old class $c$ in the direction of the highest variance.
- Join two classes $c_{1}$ and $c_{2}$ to one class $c$, if $\left\|b_{c_{1}}-b_{c_{2}}\right\|<\varepsilon_{\text {distmin }}$. The parameters of $c$ are assigned by adding the values of $s$ from $c_{1}$ and $C_{2}$ and averaging the values for $b$ and $\Omega$.
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9 classes in iteration 25000
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## Simulation 2

$P_{r}=1$, controversial choice attribute (e.g. out-of-vehicle travel time)


## Simulation 3

## $P_{r}=2$, sign-restricted choice attribute (e.g. cost)




## Estimated mixing distribution (posterior mean as point estimate):



Thanks for listening, questions please!

## Simulation 3

$P_{r}=2$, sign-restricted choice attribute (e.g. cost)



Estimated mixing distribution (posterior mean as point estimate):

$$
\begin{aligned}
{\left[\begin{array}{l}
\beta_{1} \\
\beta_{2}
\end{array}\right] \sim } & 0.16 \cdot \mathrm{MVN}_{2}\left(\binom{-4.52}{0.36},\left(\begin{array}{cc}
1.72 & -0.28 \\
\cdot & 1.41
\end{array}\right)\right)+0.29 \cdot \mathrm{MVN}_{2}\left(\binom{-1.33}{4.77},\left(\begin{array}{cc}
0.86 & 0.13 \\
\cdot & 1.08
\end{array}\right)\right) \\
& +0.55 \cdot \mathrm{MVN}_{2}\left(\binom{-1.41}{-1.92},\left(\begin{array}{cc}
0.72 & 0.15 \\
\cdot & 1.59
\end{array}\right)\right)
\end{aligned}
$$
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Thanks for listening, questions please!


[^0]:    Parameters can be set based on previous estimation results or diffuse.

